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•Standard benchmarks ignore rare classes (e.g. stroller)
•Vulnerable classes (e.g. child and construction 
worker) are grouped into the pedestrian superclass 

•nuScenes organizes all classes with a semantic hierarchy
•Hierarchical structure has been historically ignored, leading 
to missed opportunities for innovation

•LiDAR-only detectors are accurate w.r.t 3D localization and 
yield high recall (though classification is poor)

•RGB-only detectors are accurate w.r.t recognition (though 
3D localization is poor)

Keep LiDAR-based detections that are nearby (i.e. within m 
meters) RGB-based detections. Discard all other detections.

•Identical to standard AP metric

•Partial credit for mistaking sibling classes 
(i.e. mistaking child for adult)

•Partial credit for mistaking any two classes 
(i.e. mistaking child for traffic-cone)

• Simplified architecture makes it 
easier to add new, diverse classes

• Detector can predict non-exclusive 
classes from the semantic hierarchy 
(e.g. object, vehicle, car)


