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Abstract

Motion forecasting is crucial in autonomous driving sys-
tems to anticipate the future trajectories of surrounding
agents such as pedestrians, vehicles, and traffic signals. In
end-to-end forecasting, the model must jointly detect from
sensor data (cameras or LiDARs) the position and past tra-
jectories of the different elements of the scene and predict
their future location. We depart from the current trend of
tackling this task via end-to-end training from perception to
forecasting and we use a modular approach instead. Fol-
lowing a recent study [27], we individually build and train
detection, tracking, and forecasting modules. We then only
use consecutive finetuning steps to integrate the modules
better and alleviate compounding errors. Our study re-
veals that this simple yet effective approach significantly
improves performance on the end-to-end forecasting bench-
mark. Consequently, our solution ranks first in the Argo-
verse 2 end-to-end Forecasting Challenge held at CVPR
2024 Workshop on Autonomous Driving (WAD), with 63.82
mAPf. We surpass forecasting results by +17.1 points over
last year’s winner and by +13.3 points over this year’s
runner-up. This remarkable performance in forecasting can
be explained by our modular paradigm, which integrates
finetuning strategies and significantly outperforms the end-
to-end-trained counterparts.

1. Introduction

Autonomous and assisted driving requires accurate under-
standing of the scene surrounding the vehicle. In particular,
detecting [4, 9, 13, 16, 17], tracking [23, 26, 28] and fore-
casting [1, 7, 15, 20, 21] the behavior of the agents in the
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scene, agents which might be static or dynamic, is needed
to plan the trajectory of the ego vehicle.

In the recent years, these tasks have been tackled con-
jointly in pipelines that performs detection, tracking, and
forecasting, as part of the same integrated network trained
end-to-end, with great success [18, 22]. We name such
methods end-to-end-trained. Notably, VIP3D [8] intro-
duced an end-to-end training pipeline from detection, track-
ing and mapping to forecasting, and UniAD [10] enhanced
the forecasting performance and extended the pipeline to
planning.

In spite of these achievements, a recent study [27] reveals
that current state-of-the-art end-to-end-trained approaches
[8, 10] are not without issues. Crucially, it shows that a
simple baseline putting together independently trained de-
tection, tracking and forecasting modules outperforms end-
to-end training in the final forecasting task. However, be-
cause the modules of this simple pipeline are trained in iso-
lation using curated data, the errors of the early modules are
not compensated downstream, which can lead to dramatic
compounding errors at the end of the pipeline.

Following the findings of [27], we focus on advancing
the forecasting performance and build in this work a mod-
ular approach (illustrated in Fig. 1). In particular, we use
BEVFusion [13] for detection, AB3DMOT [23] for track-
ing, and MTR [21] for forecasting, and work on integrating
all three into an end-to-end forecasting pipeline. We start by
pretraining the detection and forecasting modules individu-
ally with data curated for their respective tasks, the tracker
having no trainable parameters. To mitigate the compound-
ing errors, we then finetune the forecasting module, using as
input the outputs of the previous blocks. We observe in this
challenge the importance of this adaptation step which dras-
tically boost performance. Overall, this modular approach
has the benefit to (1) require limited resources as each func-
tional block is trained separately — which is not the case
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Figure 1. Overview of the modular approach of Valeo4Cast. Conventional motion forecasting benchmarks provide curated annotations
of the past trajectories. Differently in this ‘end-to-end forecasting’ challenge, we opt for a modular approach where the past trajectories
are predicted by the detection and tracking modules. The predicted results contain imperfections such as FPs, FNs, IDS and localization
errors, which hinder forecasting. For this reason, training only on curated data is not sufficient (top). We thus propose a finetuning strategy
where we match the predicted results and ground-truth annotations. We finetune the model on the matched pairs (middle) and it shows
significant improvements once the model is deployed in real-world end-to-end forecasting (bottom). The ego car, vehicles, and pedestrians
are expressed in different colors. The past trajectories are shown with dotted lines and the future ones with plain lines. ‘Pretrain’ refers to
the pretraining on the UniTraj [6] framework, and ‘Train’ to the step where we keep training on the curated Argoverse2-Sensor dataset.

for end-to-end training pipelines. It also (2) greatly im-
proves the performances of the downstream blocks and (3)
opens the possibility of updating/upgrading a block with-
out retraining all the upstream components. The proposed
pipeline is evaluated on the Argoverse Sensor forecasting
benchmark [24] in the end-to-end forecasting paradigm.

We summarize here the main findings of the study which
are later discussed:

• Pretraining it on a large dataset helps better initialize the
model;

• Finetuning the forecasting module on predicted detection
and tracking inputs helps to take into account the errors of
the previous detection and tracking blocks;

• Post-processing is then needed to ensure a valid trajec-
tory for static objects.

This report is organized as follows. We summarize
in Sec. 2.1 the used perception models that generate de-
tection and tracking results. We detail in Sec. 2.2 the
forecasting model and our pretraining, finetuning and post-
processing strategies. In Sec. 3, we present our results and
ablations on the Argoverse 2 Sensor forecasting benchmark.

2. Our approach

We use in this work the modular pipeline represented in
Fig. 1. It consists of three independent modules for detec-
tion, tracking and forecasting. We describe the perception
modules and the forecasting method in the following sub-
sections. We also provide implementation details for each
blocks.

2.1. Perception

We first discuss our detection module (Sec. 2.1.1), followed
by our tracking block (Sec. 2.1.2).

2.1.1 Detection

Detection backbone. We use the LiDAR-only detector of
BEVFusion [13]. It is composed of a sparse convolutional
encoder which produces BEV features followed by a con-
volutional BEV backbone and multiple task-specific heads.
These heads predict the box center, dimension and orienta-
tion of all objects.
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Implementation details. We use voxel size of 0.075 m
and a BEV cell size of 0.6 m. As an addition to the current
frame, we load the 5 previous lidar sweeps to densify the
point cloud. We train three different models: one detector
working on a range of up to 54 m, another working a range
of up to 75 m range, and a third one working on a range of
up to 54 m but where the input features are enriched with
ScaLR [19] point features. These detectors are trained using
up to 8 NVIDIA RTX 2080 Ti.
Ensembling We then use a very simple heuristic to com-
bine the detection of these three models. For each timestep
and each predicted class category, given a reference detec-
tion, we combine all detections with centers at a distance
less than r from the reference center. We proceed greed-
ily and consider the boxes by decreasing confidence order,
removing the merged detection from the pool of detection
to be processed. The merging then consists in a simple
weighted average, with the weights based on the boxes’ cen-
ter confidence, dimensions and orientations.
Going further. As our focus here was on forecasting, we
used a simple LiDAR-based detector and trained it on only
10% of the train set, with a the limited range of 75m. Per-
spectives for this work include training the model on all
annotations, and also leveraging the cameras and the map
information available in the dataset, which could help pro-
duce stronger perception results and therefore improve the
downstream forecasting.

2.1.2 Tracking

Tracking algorithm. We adopt the simple and effective
training-free tracking algorithm of AB3DMOT [23] in or-
der to associate the detection results obtained in different
frames. Precisely, we perform per-class tracking by running
a one-to-one matching algorithm based on the track (ob-
ject being tracked)-detection distances. The distance is de-
termined by the 3D intersection-over-union (IoU) between
tracks and detection at each time step, and the matching
threshold is set to 0.1 for all classes. Moreover, a track may
be temporarily lost due to occlusions. In this case, this track
is put into ‘inactive’ mode and its position is updated with
a Kalman filter until it is matched to a detection. The ‘in-
active’ mode can only last for 3 frames, beyond which the
track is terminated.
Linear interpolation of tracks. When using the tracking
algorithm presented above, we observe that the trajectories
can be fragmented into sub-trajectories. In order to mitigate
the problem, inspired by ByteTrack [29], we linearly inter-
polate between the fragment trajectories using a constant
velocity calculated using the object locations at current and
past timesteps. This interpolation improves HOTA by 0.45
points. [14]. The overall tracking approach forgoes any
training.

2.2. Forecasting

To forecast the different agents, we use the MTR [21]
forecasting model, which won the 2022 Waymo forecast-
ing challenge. The architecture is transformer-based and
have 60M trainable parameters. It jointly learns the agent’s
global intentions as well as their local movements.
Pretraining. We pretrain MTR on 1300+ hours of ve-
hicle trajectories with the UniTraj framework that gathers
nuScenes [3], Argoverse2-Motion [24], and Waymo Open
Motion Dataset (WOMD) [5]. We then further train MTR
on the curated Argoverse2-Sensor dataset.
Finetuning. At inference time, the forecasting model is
applied to the outputs of the perceptions modules (detection
and tracking), which are imperfect, with misdetections, hal-
lucinations, tracking issues and localization errors. To deal
with such mistakes, we finetune MTR on such imperfect
data. In practice, given a track predicted by our upstream
perception modules, we match it with the ground-truth tra-
jectory provided in Argoverse 2 training annotations in or-
der to get the future ground-truth to predict.

Since the detections are not filtered by any detection
score, they are typically redundant and cannot be match
one-to-one with the ground truth. To provide rich supervi-
sion for the forecasting, we perform a many (predictions)-
to-one (ground truth) matching based on the Euclidean dis-
tance between the past trajectories of the tracks and the
ground-truth annotations at each inference time step. In
the distance calculation, we only consider the past times-
tamps where the prediction and ground truth are both avail-
able. For the matched track and ground truth, we train MTR
to predict the corresponding ground-truth future trajectory.
We finetune the model only on the trainset for 15 epochs
and choose the checkpoint with the lowest brier-FDE on the
validation set. Given our results, discussed in Tab. 2, this
finetuning strategy appears crucial for the forecasting per-
formance.
Post-processing. Because the pretraining was performed
on standard (non end-to-end) forecasting data that do not
contain static trajectories, our model tends to avoid predict-
ing static motion. This can be easily solved using a post-
processing step. During inference, we conduct the follow-
ing steps:
• Static trajectories are the most prevalent in the dataset,

however the forecasting module is trained mainly on mov-
ing objects. We therefore insert a static trajectory in the
predictions: we replace the least probable mode with a
stationary future, and assign it a score of 1.

• For object classes that are always static1, we predict a sin-
gle static trajectory with a probability of 1. This only
marginally impacts the scores.

1These include ’bollard’, ’construction cone’, ’construction barrel’,
’sign’, ’mobile pedestrian crossing sign’, and ’message board trailer’
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Forecasting Detection Tracking

mAPf (↑) ADE (↓) FDE (↓) Inputs Training range mCDS (↑) HOTA (↑)

20
23

CenterPoint [28] - - - L 150 14 -
BEVFusion [13] - - - L+C 150 37 -
Anony 3D (v0) [11] - - - L 150 31 44.36
Host 4626 Team [17] 14.51 5.10 7.32 - - - 39.98
Dgist-cvlab [25] 42.91 4.11 4.59 L+C 150 34 41.49
Le3DE2E [22] 46.70 3.22 3.76 L+C 150 39 56.19

Dgist-cvlab 45.83 4.09 4.53 L+C 150 34 41.49
Le3DE2E 50.53 4.07 4.60 L+C 150 43 64.60

20
24

Valeo4Cast 63.82 2.14 2.43 L 75 31 61.28

Table 1. Leaderboard results. Test set results of the Argoverse 2 end-to-end forecasting leaderboard, with three sub-challenges: forecast-
ing, detection and tracking. We distinguish the detectors by their input modality with ‘L’ for LiDAR and ‘C’ for Camera. For all methods,
the evaluation range is fixed to 150 m for detection, and 50 m for tracking and forecasting. Our modular strategy significantly outperforms
others in the forecasting challenge (by more than 13 mAPf pts).

As the mAPf computation is done at the level of trajectory
type, and then averaged, we find that both steps significantly
boosts the score, as seen in Tab. 2 (‘w/o post-processing’
line). The post-processing currently requires no training,
but could be improved by predicting if a future trajectory is
likely to be static or not.
Implementation details We use the implementation of
UniTraj [6]. We use the past 2 seconds (or until the be-
ginning of the sequence), even though the challenge allows
to use all past frames. The finetuning takes around 12 hrs
on a single node with 8×A100 GPUs.

3. Experiments and Results
3.1. Dataset

We train and evaluate our method on the Argoverse 2 Sensor
Dataset [24]. It contains 4.2 hours of driving data, split into
1000 scenes (750/150/150 for train/val/test). Each scene
lasts about 15 seconds with sensor data and annotations be-
ing provided at a 10Hz sampling rate. The input data in-
clude images captured from a 360°-rig of 7 cameras, Li-
DAR scans, and HD-maps of the environment that include
information about lines, drivable area and cross-walks. An-
notations are provided for 26 different semantic classes, in-
cluding common ones like vehicle and bus and less fre-
quent ones like wheelchair, construction cone, dog, mes-
sage board trailer.

3.2. Evaluation metrics

Detection. The detection performance is measured with
the mCDS metric. The Composite Detection Score (CDS)
gathers in a single score the detection precision, recall, and
the quality of the estimation of the object extent, position-
ing and orientation. This metric is averaged over all ob-

ject classes to form mCDS. The evaluation range is 150m
around the ego-vehicle.

Tracking. HOTA [14] is the main metric used for eval-
uating the tracking performance. It breaks down the detec-
tion and association evaluation by calculating separately the
False Positives (FP), False Negatives (FN) and True Posi-
tives (TP). It alleviates the issue of overly emphasizing de-
tection performance in the multi-object tracking accuracy
(MOTA) [2] metric, which calculates the sum of FP, FN and
IDentity Switch (IDS) over the total number of ground-truth
objects. MOTA reflects the overall performance of a multi-
object tracker with a focus on the detection. Since MOTA
only considers the tracking result after thresholding, a vari-
ant of MOTA – AMOTA averaging all recall thresholds
[23]. These metrics are averaged over all object classes.
The evaluation range is 50m around the ego-vehicle.

Forecasting. The challenge’s primary metric is the mean
Forecasting Average Precision (mAPf) [18]. This metric
shares the same formulation as detection AP [12]. However,
in the case of mAPf, a true positive is defined for trajecto-
ries that match at the current time step (i.e., successfully de-
tected agents) and the final time step (i.e., successfully fore-
casted agents). For agents that are successfully detected, the
other considered metrics are Average Displacement Error
(ADE) and Final Displacement Error (FDE), where ADE
measures the average Euclidean distance between the pre-
dicted and ground-truth positions over the future time hori-
zon, while FDE measures the distance at the final time step.
We stress that ADE and FDE can only compute a distance
when a ground truth and a predicted detection have been
matched and therefore do not account for miss-detected or
hallucinated agents. In fact, not detecting the more difficult
agents can improve ADE and FDE errors. Therefore, these
metrics should be used carefully in the context of end-to-
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Figure 2. Qualitative visualizations of randomly sampled frames of the validation set. The ego car, vehicles, wheeled devices, pedestrians
and ground-truth annotations are expressed in different colors. The numbers represent the detection scores.

end forecasting benchmarks to avoid erroneous interpreta-
tions. The evaluation range is 50m around the ego-vehicle.

3.3. Results and discussion

Before discussing the quantitative results, we visualize ex-
amples of forecasting obtained on randomly selected frames
in Fig. 2.
Leaderboard results. We provide the learderboard re-
sults from Argoverse 2 end-to-end forecasting challenge
in Tab. 1. The proposed modular solution Valeo4Cast
achieves strong performance on forecasting, outperforming
the second-best solution by more than 13 points on mAPf.
This demonstrate the usefulness of our modular approach,
which allows to easily transfer the strong pretrained fore-
casting model such as MTR to the end-to-end task via a
suitable finetuning strategy. Interestingly, even though we
depart from lower detection and tracking results compared
to other current methods, our finetuned trajectory prediction
model can overcome the difference and significantly outper-
form them.
Ablation study. From Tab. 2, we observe that finetun-
ing MTR on the trainset predictions of the used detector
and tracker on the Argoverse2-Sensor data is crucial for the
forecasting performance. It improves drastically the mAPf
from 43.3 to 63.0. This is mainly because the vanilla MTR
model has never been trained on predicted inputs. The fine-
tuning can adapt the model not only to new trajectory types
but also to the inaccuracies in predicted inputs.

mAPf (↑)
mAPf (↑)
non-linear ADE (↓) FDE (↓)

Valeo4Cast 63.0 67.5 0.60 0.96
w/o finetuning with

perception inputs 43.3 33.6 1.97 3.24

w/o post-processing 54.6 33.2 0.61 0.94

w/o UniTraj pretraining 62.9 68.3 0.62 0.98

Table 2. Ablation study of the forecasting module. Scores are
reported on the validation set. The evaluation is conducted in a
50m-range around the ego-car. mAPf is the main metric of the
challenge.

Surprisingly, after finetuning, we find that using the
model pretrained on 1300+ hours of vehicles trajectories
does not bring significant benefit compared to training from
scratch (62.9 mAPf). We believe that this is due to the dif-
ference in object classes and the data distribution between
ground truth and predicted past trajectories.

And finally, compensating for the lack of static trajecto-
ries in pretraining, the post-processing effectively helps to
improve the forecasting performance.

4. Conclusion

The modular pipeline Valeo4Cast ranks first in the AV2 E2E
Forecasting challenge 2024 and outperforms other solutions
by +13 mAPf pts. This design allowed us to start from
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a state-of-the-art motion forecasting model, that we inte-
grate into an end-to-end pipeline by finetuning the forecast-
ing module. We include a post-processing step to account
for the absence of static objects in the conventional motion
forecasting pretraining but which are important in the end-
to-end benchmark. In this work, we confirm the findings
of [27], verifying the superiority of modular approaches in
the end-to-end forecasting task, and their capacity to handle
detection and tracking imperfections.

The efficient nature of the end-to-end approaches is still
appealing. In future work, we are interested in investigat-
ing how to better train the end-to-end approaches in order
to achieve performances on-par with Valeo4Cast. Besides,
future work may also consider more challenging settings in
which the map information is not provided, at any stage,
and has to be inferred in an online fashion, as the ego car
drives and discovers its environment.
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Siméoni, Corentin Sautier, Patrick Pérez, Andrei Bursuc, and
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